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Abstract

With the continuous popularization of the network, the customer resources have to
be valued if enterprises want to occupy a certain share in the field of e-commerce.
However, the traditional clustering analysis method has obvious lag for the segmen-
tation of e-commerce customers. Therefore, accurate and efficient customer segmen-
tation management should be carried out for the large and complex data information
of current e-commerce enterprises, so as to realize customer retention and potential
customer mining and promote the efficient development of enterprises. On the basis
of customer segmentation theory, for the shortcomings of traditional K-means algo-
rithm, a new SAPK + K-means algorithm based on semi-supervised Affinity Propa-
gation combined with classic K-means algorithm is proposed in combination with
AP algorithm, which is applied to e-commerce customers for segmentation manage-
ment. The results show that when the SAPK +K-means algorithm clusters the iris
dataset and the ionosphere dataset, the clustering time is longer than the K-means
algorithm and the AP algorithm, but the algorithm error rate in the standard data is
significantly reduced and the correct number of clusters can be obtained. The main
steps of SAPK + K-means algorithm applied to customer segmentation management
including data acquisition, cluster analysis and analysis and evaluation of clustering
results. The SAPK + K-means algorithm clusters the data information of an e-com-
merce customer to obtain four different customer types and proposes corresponding
strategies for each type of customer. It is concluded that the SAPK + k-means algo-
rithm can significantly improve the clustering quality of customer data information
and improve the effectiveness of activities of e-commerce enterprises.
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1 Introduction

With the rapid development of computer network technology, the arrival of the
information age has caused a huge change in the way of market competition. The
internet-based business model is not only faster and more convenient in terms
of time and space, but also, to a large extent, provides efficient performance for
enterprises to acquire customer resources and market information (Kuo et al.
2016). In the face of product competition, enterprises should not only consider
the ever-changing local market, but also rationally and effectively use and mine
customer resources to achieve targeted measures for different customers (De Roos
et al. 2009). The key to enterprise development is to start with the analysis of
customers’ needs and use customer segmentation as the means to mine and ana-
lyze various consumer groups in the system, so as to provide different types of
customers with distinctive marketing methods and improve their satisfaction and
loyalty to maintain the core competitiveness of the market (Hiziroglu 2013). With
the continuous enrichment of database resources, customer characteristics show
a trend of diversification. The traditional method of customer segmentation is
relatively simple and rough and can’t well cater to the market business model
(Yao et al. 2014). Therefore, choosing the appropriate data mining algorithm can
effectively extract the effective characteristics of consumer behaviors for enter-
prises and institutions, use these characteristics to realize the division of differ-
ent categories of consumer groups, finally evaluate the contribution of different
customers to enterprises, and also facilitate the company to specify differentiated
marketing programs.

Cluster analysis is a kind of algorithm frequently used in data mining technology,
which is mainly used in the analysis of enterprise data information to observe the
distribution characteristics existing in data sets, so as to achieve differentiated inter-
pretation of different clusters (Ofia et al. 2016). Among them, K-means algorithm is
an optimization algorithm, which minimizes an objective function as an optimiza-
tion criterion and chooses an optimal combination as the optimal clustering scheme.
Although the K-means algorithm has a wide range of applications in helping tel-
ecom operators implement customer segmentation and accurately locate customers’
market needs, there are still deviations in the analysis results (Luo et al. 2013). In the
operation process of the traditional K-means algorithm, the number of clusters and
the selection of the initial center point have a great influence on the clustering effect,
and it may also result in a local minimum until convergence or a predefined num-
ber is reached. The stages of reducing the value of the objective function include
the optimal degree of membership, or when the degree of membership is fixed. The
continuous updating and improvement of the selection of cluster centers will inevi-
tably increase the complexity of clustering algorithms. At the same time, due to the
sensitivity of clustering results to the selection of cluster centers, there is no guaran-
tee that the final clustering results will achieve satisfactory results. If the selection of
cluster centers deviates from the set, large errors will occur (Zhang and Ma 2017).

Therefore, the current k-means algorithm is improved to explore the diver-
sitypof;demandsywithingthesoverallzeustomer, so that companies can obtain more
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sufficient customer information resources, obtain potential knowledge of custom-
ers, achieve favorable position in marketing and improve customer relationship
management level, and finally provide favorable prerequisites for maintaining a
leading position in the commercial battlefield.

2 Methodology
2.1 Theory related to customer segmentation

Since Wendell r. Smith, an American marketer, first proposed the concept of “seg-
mentation”, numerous experts and scholars have been attracted to study it. Segmen-
tation, also known as customer segmentation, refers to the process of dividing a
market into different buyers with different behaviors, characteristics, or needs (Hoe-
gele et al. 2016). According to different times, markets and industries, the research-
ers proposed different market segmentation concepts: product-oriented segmenta-
tion and customer-oriented segmentation. Customer segmentation refers to a way of
dividing according to different characteristics of consumer groups. It is an important
part of customer relationship management and has gradually become an important
prerequisite for enterprise to apply customer relationship management. The theoreti-
cal basis is that, in a clear strategic business model and a specific market, different
types of market groups will, based on their actual conditions, decide whether to pur-
chase a certain type of product in the market. Because of the demand of appearance,
the attention of service level, or the inconsistency of the way the product realizes
value, different consumer groups will give different consumption intentions. This
theory proposes to study and predict the future consumption trend of customers in
the way of segmentation of customer information and consumption behavior, as well
as the profit market planning of enterprises, so as to achieve the goal of reasonable
allocation of service resources and the most profitable design of customer market-
ing programs (Huang et al. 2014). The continuous development and improvement
of Internet consumption methods can’t be separated from the support of customer
segmentation technology. The enterprise’s cognition and trend analysis of custom-
ers’ consumption habits play an important role in the competition between market
positioning, marketing plans and competitors. The basic flow chart of customer seg-
mentation is shown in Fig. 1.

2.2 K-means algorithm

K-means clustering algorithm is one of the clustering algorithms based on divi-
sion. It adopts a heuristic iterative process to re-divide data objects and re-update
cluster centers. The basic idea of the algorithm is: suppose a set with element
objects and the number of clusters to be generated. In the first round, a sam-
ple element is randomly selected as the initial cluster center, and the distance
between. other_sample elements.and. the center point is analyzed, and the clus-
ters are respectively divided according to the distance. In each of the following
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Fig. 1 Basic process of customer segmentation

rounds, the iterative operation of the above steps is continuously performed, and
the average value of the element objects obtained this time is taken as the center
point of the next round of clustering until the condition that the clustering center
point no longer changes in the iteration process is met (Arora et al. 2016). The
specific processing steps are as follows:

Given a data set D containing n data; given k clusters and k initial cluster cent-
ersZ; (), j=1,2,..k;

Calculate the distance of each data object to the cluster center, D(x;, Z; (1)),
i=1,2,...n;j=2,..., k, if satisfied:

D(x;,Z,()) = min{D(x;, Z;(D)).j = 1,2,3...n},x; € w,. )
Determine a new cluster center; calculate the error square sum criterion func-
tion J;

1

k
Tm=y
j=1

Judge, loop 2 and 3, until each cluster no longer changes, i.e. the minimum,
stops the algorithm;

oLl Zyl_i.lbl

||xg> _Zj(I)”z. )
k=1
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In the iterative process of step 2 and step 3, there are two methods to modify
the initial clustering center: batch modification method and individual modification
method. The method of batch modification is to modify the clustering center after
all data objects are classified; individual modification method means that each time
an object changes its classification, it starts calculating the mean of the two classes
involved and modifies the clustering center. According to the above description, it
is obvious that the method of batch modification is small in calculation amount and
the clustering speed is fast, but the clustering result has a large dependence on the
initial cluster center; the clustering results of the individual modification method are
related to the order in which the data objects are classified, so it is necessary to
select representative objects as the clustering center. When using the method of indi-
vidual modification, the number of clusters, the minimum distance between classes
and the maximum distance within classes should be changed frequently to achieve
multiple clustering and improve the clustering effect.

2.3 AP algorithm

AP algorithm is a clustering algorithm based on the similarity between N data
samples. Its ultimate goal is to find the set of largest class centers with the sum of
similarity by calculating the sum of the similarities of all data samples to the class
center, that is, the optimal clustering result (Serdah and Ashour 2016). The AP algo-
rithm doesn’t need to give the initial cluster center or the number of clusters first,
but treats all samples as potential cluster centers, called exemplar; it also establishes
attractiveness information (that is, the similarity between any two data samples) for
each data sample with other data samples and stores it in the similarity matrix S.
In the AP algorithm, s (i, k) is used to indicate the probability of x, as the cluster-
ing center of x;. The value s (k, k) on the diagonal of the S matrix is taken as the
evaluation criterion of whether x; can become the clustering center, which indicates
that the larger the value of s (k, k) is, the greater the possibility of this point becom-
ing the clustering center is. This value is called the p (preference) in AP algorithm.
The size of p affects the number of clusters: if each data sample can be used as a
cluster center, then p takes the same value; if the mean value of the similarity of
the data samples is taken as the value of p, a medium number of clusters can be
obtained; if the minimum value of the similarity of the data samples is taken, fewer
clusters can be obtained. At the same time, two important information are conveyed
in the AP algorithm: r (responsibility) and a (availability). Where, r (i, k) represents
the numerical message sent from point x; to the candidate cluster center x;, reflect-
ing the suitability of point x, as the clustering center of point x;. a (i, k) represents
the numerical message sent from the candidate clustering center point x; to point
x;, reflecting the suitability of point x; to select point x;, as its clustering center. The
greater the sum of r (i, k) and a (i, k), the greater the possibility that point x; can
become clustering centers, and the greater the possibility that point x; can belong to
classes with point x; as clustering centers. The iterative process of AP algorithm is
theprocessiof continuoustupdaterof €achrpoint’s attraction and attribution value until
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m high-quality cluster centers (exemplar) are produced, and then the remaining data
samples are distributed to corresponding classes to complete the iterative process.

S, ) = _”(Xi - Xj)2 + (i — Yj)2||- 3)

r(i, k) = s(ik) — max{a(i,j) + a@i,)}.i € {1,2,...N,j # k}. @)

a(i,k):min{O,r(k,k)+ Z{max(o,r(j,k))}},je{1,2,...N,j;ék and j#i).
]
)

The AP algorithm doesn’t need to consider the problem of clustering center and
clustering number, because all data samples can be regarded as potential clustering
center, and the similarity between any two data samples is stored in the similarity
matrix S.

2.4 SAPK+K-means algorithm

Both AP algorithm and k-means algorithm are algorithms implemented on the basis
of k-center clustering. In the operation process of the classic k-means algorithm, the
number of clusters and the selection of the initial center point have a great impact
on the clustering effect, which may also lead to the local minimum value. There-
fore, in order to achieve a more ideal clustering result, several different initial values
should be given to implement the algorithm. However, if the data set needs to gener-
ate a large number of clusters, it will have little effect. Therefore, a new algorithm,
SAPK + K-means, is proposed by combining the AP algorithm based on semi-super-
vised learning with the K-means algorithm. In the process of implementation, the
improved algorithm constantly searches for the best center value of the cluster, and
realizes the maximization of the objective function value, so as to obtain the best
clustering effect; the SAPK +K-means algorithm realizes the initialization of the
K-means algorithm, so its square error is smaller than AP algorithm. The algorithm
of SAPK+K-means only needs one iteration to finish the operation, which can
achieve better clustering effect for the number of elements and obtain satisfactory
results. The specific operation steps of SAPK + K-means algorithm are as follows:

Enter the data set and initialize the parameters.

Data set is {x,, x,, ... xy}; Bias parameter p=p,,; Falling step step=p,;,/10; the
technical mark H and the supervision mark HS were both zero; the convergence con-
dition is that there is no change in the center circulation of the cluster for 30 times;
the termination condition is that there is no change in the cluster center circulation
for 300 times.

Run an iterative process.

Step 1 run the iterative process and obtain K clustering results. If HS=1, go to
step 3, otherwise proceed to the next step.

Step-2-check if the clustering result,converges. If it converges, calculate Sil(K)
and mark HS=1, go to step 4; otherwise, go back to the previous step.
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Step 3 check whether the clustering center meets the convergence condition.
If it converges, obtain K clusters and calculate Sil,,,. If Sil(K) < Sil(K—1), then
H=H+1; and if Sil(K) > Sil,,,,, H=0.

Step 4 check whether H>KI1/2 and whether K is 2; and check whether the
cycle number meets the termination condition. If it meets, go to step 5, otherwise
go back to step 1.

Step 5 check the number of optimal clustering corresponding to Sil,,., if it is
2, calculate Hartigan index and compare it.

Step 6 output the number of clustering and clustering center.

The the K-means algorithm is initialized by output cluster number K and the
cluster center.

Input data set

Y

Initialization data

Run the K-means algorithm

and get the clustering result

Y

A
Setting of matrix S(i, j)

Y

Calling the sum of the standard
Operational replacement of deviations within the weighted
aandr cluster as a clustering criterion

\ 4

function
A

NO

Detecting whether

convergence
NO Initialize K-means algorithm with

cluster number and cluster center

Whether iteration ends

VES Output cluster number and
» cluster center
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Run the k-means algorithm to get the final clustering results. Draw the flow-
chart of SAPK + K-means algorithm, as shown in Fig. 2:

3 Results
3.1 Verification of algorithm

The improved SAPK +k-means algorithm is calculated by taking data set of iris
and ionosphere as standard data, and the exact number of clusters obtained should
be 4 and 3. As shown in Fig. 3, the time and error rate of a pair of standard data
sets (iris, ionosphere) which adopt K-means algorithm, AP + K-means algorithm,
and the improved algorithm SAPK +k-means algorithm are described. It can be
seen from the analysis that, similar to the simulated data set, the SAPK + K-means
algorithm improved in this study has a lower error rate in the clusters obtained
from the two data sets, followed by the simple AP+ K-means algorithm and the
original K-means algorithm has the worst effect. However, in terms of time con-
sumption, the improved SAPK + K-means algorithm in this study takes longer
than the simple AP+ K-means algorithm and the traditional K-means algorithm,
which may be related to the clustering structure of the data set. Since the cor-
rect rate of the SAPK 4+ K-means algorithm is high, the longer time consumed is
reasonable.

301 —B— Clustering time in iris S0
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Fig. 3" Clustering comparison analysis' of "K-means algorithm, AP+K-means algorithm and
SAPK + K-means algorithm
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3.2 Steps of applying SAPK + K-means algorithm to e-commerce customer
segmentation

Generally, according to the relevant information in the visitor log in the e-commerce
website, the data is pre-processed first, then the relevant model is established, the
customer is segmented by the clustering method, and the basis is provided for the
enterprise to make decisions. The process of applying SAPK + K-means algorithm
to customer segmentation is shown in Fig. 4. The specific steps are as follows:

Obtain the required data table from the related data table of the e-commerce
website.

Determine whether the data table obtained has a clustering trend or not. If there
is a clustering trend, conduct clustering; otherwise, cancel the following clustering
steps.

Apply the SAPK + K-means algorithm to the acquired customer data set D, and
divide the data set D into cl, c2, c3,... with clustering algorithm.

According to the data object characteristics in the class, summary each class into
one or several rules corresponding to the characteristics of each class.

Evaluate the clustering results. If the clustering result is highly reliable, it is con-
firmed to be applied to the actual application; otherwise, the clustering analysis is
performed again by other clustering algorithms.

3.3 Data acquisition of the SAPK + K-means algorithm applied to e-commerce
customers

In this study, data information of a cosmetics e-commerce website is obtained,
including customer information table, product information table and customer con-
sumption information table. The relevant data of customers are recorded in Table 1,
including customer number, gender, age, identity information, home address, etc.

Fig.4 The steps of the improved

SAPK + K-means algorithm [ Obtain data j
applied to e-commerce customer

segmentation l

[ Data preprocessing )

y

C Building a clustering model )

|

[ Get cluster results j

v

[Clustering evaluation ]
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Table 1 Customer information

table Attribute name Data type Length
Customer number int 6
Gender char 6
Age int 2
Education background char 6
Identity information char 14
Home address char 28

Table 2 Product information Attribute name Data type Length

table
Product number int 4
Product name char 20
Product type char 8
Price int

Table 3 Customer consumption Attribute name Data type Length

information table
Customer number int 10
Product number int 8
Product price int 4
Consumption quantity int 8
Total consumption money 3

Relevant data of products are recorded in Table 2, including product number, prod-
uct name, product type and price. The consumption data of consumers are recorded
in Table 3, including customer number, product number, product price, consumption
quantity and total consumption.

3.4 Data preprocessing of the SAPK + K-means algorithm applied to e-commerce
customers

Processing of vacancy values. The information on the degree of education of cus-
tomers has been largely missing, and it needs to be handled by manual processing.
Since there is a lot of missing information, it is decided to discard this field. As for
the field information of the total consumption of this time, the appropriate calcula-
tion method is selected to realize filling, and the information of the total consump-
tion of this time is estimated based on the product price and consumption quantity.
Processing of noise data. As a part of data preprocessing, it is very important to
confitm.and process.noise,dataNoise,data is different from normal and useful data
information, which is based on randomness and deviation. It is mainly reflected in
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the incomplete information record. For example, when the customer fills in the edu-
cation level field, it is not always possible to fill in all the education experiences com-
pletely, or even not fill in at all, thus forming the potential noise data information; for
the erroneous data, if the customer doesn’t correctly fill in the age field, it exceeds
the positive distribution threshold selected in the statistics=mean =+ 2 X standard
deviation, that is, all fields except the interval [12, 92] are regarded as wrong data;
When repeated data occurs, simple fuzzy matching algorithm can be adopted, and
angle similarity matching algorithm can be used to process.

Processing of inconsistent data. In the information table, there are some data
information that customers fill out inadvertently or intentionally and don’t match the
format. For example, the customer fills in the gender information in the age field and
adds the age information in the gender information field, but since this data is still
rare, it can be solved by manual processing.

Convert variable names and their values in different databases to implement sam-
ple element conversion, as well as normalization processing, format conversion,
and so on. To understand how long a customer has become a member of the site,
it is calculated by subtracting the time of the last purchase from the time that the
customer is registered as a member of the site, so that a derivative field that stores
the most recent consumption time should be added. Finally, all the databases are
integrated to obtain the final database set information, and new data information is
finally run into the customer segmentation.

The data in Tables 1, 2 and 3 all describe the detailed information of consumers
themselves and their consumption behaviour. For the goal of achieving the appro-
priate segmentation effect through the requirements of each division, it is required
to extract the appropriate fields from the above table and generate the new table of
required customer segmentation, as shown in Table 4.

3.5 E-commerce customer segmentation with SAPK + K-means algorithm

The improved new algorithm, namely SAPK + k-means algorithm, is applied in the
customer segmentation process of the e-commerce website to obtain the data infor-
mation of a cosmetics e-commerce website. 120 pieces of data are selected from
them, in which the attribute variable selects the consumption number and average
consumption amount of consumers during the specified period. After preprocessing
the data, the algorithm is applied to the data information of the e-commerce web-
site. The SAPK + K-means algorithm is adopted to segment the customers of e-com-
merce websites. After analysis, it is found that when k value is 4, a better clustering
effect can be achieved. The segmentation results are shown in Fig. 5.

Table4 New customer

segmentation table Attribute name Data type Length
Customer number char 8
Evaluation of consumer price char 16
Consumption quantity int 6
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Fig.5 The results of e-commerce customer segmentation with improved SAPK + K-means algorithm

Table 5 9 Customer consumption characteristics of different customer categories

Customer type Consumption characteristics

Type 1 The average consumption times is 9.621 and the average consumption amount is 1028.3
Type 2 The average consumption times is 13.422 and the average consumption amount is 628.7
Type 3 The average consumption times is 4.124 and the average consumption amount is 1542.6
Type 4 The average consumption times is 2.876 and the average consumption amount is 212.8

According to the customer segmentation results obtained by SAPK-means algo-
rithm and combined with the original data, the consumption characteristics of cus-
tomers in the following customer categories can be obtained, as shown in Table 5.
It can be concluded from Table 5 that different customer types have the following
characteristics:

The number of the first type of customers is small, but the number of purchases
is large, and the average consumption amount is also high. Most of these consum-
ers live in first-tier cities and have the characteristics of higher education and higher
income, and their age is often between 35 and 45 years old. According to the cus-
tomer quantity ratio and value ratio, such customers have a higher frequency of
consumption on the website, and the consumption amount is not low, which creates
nearly half of the profits of the website. Therefore, such customers are called excel-
lent customers, and enterprises should focus on maintaining such customers.

The number of the second type of customers is large, and the number of pur-
chasespisralsortherlargestpbutitheraverageiconsumption amount is relatively small.
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Such consumers mostly live in second and third-tier cities, and their education,
age and income are of medium level. It can be concluded from the customer
quantity ratio and value ratio that the number of such customers is general, but
the revenue generated for the website is less, so such customers are called basic
customers.

The third type of customers have the least number of customers and the least
number of purchases, but the average consumption amount is the highest. Most of
these consumers live in first-tier cities and have the characteristics of higher educa-
tion and higher income, and they are mostly aged between 25 and 35. According
to the customer quantity ratio and value ratio, such customers don’t consume fre-
quently on the website, but the consumption amount is not low, which creates a lot
of profits for the enterprise, and there is still room for growth. Enterprises can take
corresponding measures to encourage and promote such customers to increase the
number of consumption, so such customers are called potential customers.

The fourth type of customers have the largest number of customers, but the num-
ber of purchases is less, and the average consumption amount is also the lowest.
This kind of consumer lives more unevenly, have the characteristic of low educa-
tion, low income, uneven age distribution. According to the customer quantity ratio
and value ratio, such customers consume more frequently on the website, but con-
sumption amount is low, which only creates a small amount of profit on the website.
Therefore, such customers are called ordinary customers.

4 Conclusion

With the rapid development of computer network and e-commerce, there is a huge
amount of business information stored in the database of e-commerce enterprises.
In view of the defects of traditional enterprise customer segmentation, new features
of customer segmentation in the e-commerce environment are proposed. By analyz-
ing the deficiencies and existing defects of the traditional K-means algorithm and
combining with AP algorithm, a new algorithm combining the semi-supervised AP
algorithm and the classic K-means algorithm is proposed, namely SAPK + K-means
algorithm. By applying it to e-commerce customers for segmentation research, the
following conclusions are mainly drawn.

The improved SAPK +K-means algorithm has a low error rate in the clusters
obtained from the two data sets, but the acquisition time is relatively long, which
to some extent guarantees the high validity and accuracy of the SAPK + K-means
algorithm for the clustering analysis of data information. The main steps of applica-
tion of SAPK+K-means algorithm in customer segmentation include data acqui-
sition, cluster analysis and evaluation of clustering results. And when k value is
4, SAPK 4+ K-means algorithm has better clustering effect on customer segmenta-
tion of e-commerce websites. Analysis and evaluation are conducted from the per-
spective of customer value and customer behavior, and different marketing strate-
gies-are-developed-for.different.customers, further reflecting the practical value of
SAPK + K-means algorithm for the segmentation of e-commerce customers.
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